Passive buoyant tracers in the ocean surface boundary layer: 1. Influence of equilibrium wind-waves on vertical distributions
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Abstract This paper is the first of a two part series that investigates passive buoyant tracers in the ocean surface boundary layer. The first part examines the influence of equilibrium wind-waves on vertical tracer distributions, based on large eddy simulations (LES) of the wave-averaged Navier-Stokes equation. The second part applies the model to investigate observations of buoyant microplastic marine debris, which has emerged as a major ocean pollutant. The LES model captures both Langmuir turbulence (LT) and enhanced turbulent kinetic energy input due to breaking waves (BW) by imposing equilibrium wind-wave statistics for a range of wind and wave conditions. Concentration profiles of LES agree well with analytic solutions obtained for an eddy diffusivity profile that is constant near the surface and transitions into the K-Profile Parameterization (KPP) profile shape at greater depth. For a range of wind and wave conditions, the eddy diffusivity normalized by the product of water-side friction velocity and mixed layer depth, h, mainly depends on a single nondimensional parameter, the peak wavelength (which is related to Stokes drift decay depth) normalized by h. For smaller wave ages, BW critically enhances near-surface mixing, while LT effects are relatively small. For greater wave ages, both BW and LT contribute to elevated near-surface mixing, and LT significantly increases turbulent transport at greater depth. We identify a range of realistic wind and wave conditions for which only Langmuir (and not BW or shear driven) turbulence is capable of deeply submerging buoyant tracers.

1. Introduction

This study is the first of a two part series that investigates passive buoyant tracers in the ocean surface boundary layer (OSBL). The first part models the influence of idealized equilibrium wind-wave conditions on vertical tracer distributions. The second part applies the model to investigate observations of buoyant microplastic marine debris, which is now recognized as one of the major ocean pollutants [Law et al., 2010, 2014].

Buoyant tracers in the ocean surface boundary layer play a key role in a myriad of physical, biological, geological, chemical, and environmental processes. Upper ocean turbulence distributes buoyant tracers, such as plankton [Denman and Gargett, 1995], bubbles [Thorpe, 1982; Liang et al., 2011; Gemmrich, 2012], and pollutants [D’Asaro, 2000; Kukulka et al., 2012b; Yang et al., 2014]. In particular, observations and a one-dimensional column model indicate that microplastic marine debris is vertically distributed within the upper water column due to wind-driven mixing [Kukulka et al., 2012b]. This paper is aimed at systematically exploring the enhanced OSBL mixing due to surface gravity waves for idealized ocean and buoyant tracer conditions.

Nonbreaking ocean surface waves influence upper ocean turbulence because greater below-crest and smaller below-trough wave orbital speeds induce a residual flow (Stokes drift) that tilts vertical vorticity into the direction of wave propagation [Craik and Leibovich, 1976]. This vortex tilting interacts with sheared surface currents to form wind-aligned roll vortices, called Langmuir circulation [Langmuir, 1938] or Langmuir turbulence (LT), recognizing its turbulence characteristics [McWilliams et al., 1997; Grant and Belcher, 2009]. LT is captured by the Craik-Leibovich vortex force that results from wave averaging of the Navier-Stokes equation [Leibovich, 1983]. State-of-the-art LT models are commonly based on turbulence-resolving large eddy simulations (LES) adopting the systematic mathematical theory by Craik and Leibovich [1976] [Skillingstad and Denbo, 1995; McWilliams et al., 1997; Li et al., 2005]. LES model results have been successfully
compared to observations [Skyllingstad et al., 1999; Gargett et al., 2004; Li et al., 2009; Kukulka et al., 2009, 2011; Harcourt and D’Asaro, 2010]. Buoyant tracers in an LES context have been addressed previously [e.g., Colbo and Li, 1999; Skyllingstad, 2003; Harcourt and D’Asaro, 2010; Liang et al., 2011]; however, only Liang et al. [2011] have considered explicitly enhanced near-surface mixing in the presence of a breaking wave field.

Breaking ocean surface waves transfer some of their energy to subsurface turbulent kinetic energy (TKE) [Craig and Banner, 1994; Terray et al., 1996; Melville, 1996]. The resulting enhanced turbulence intensities and dissipation rates, in turn, are expected to contribute significantly in mixing close to the surface. Breaking waves (BW) have been parameterized in an LES with LT effect by a random surface forcing to imitate TKE injection by BW [Noh et al., 2004; Li et al., 2013]. Such an approach does not capture local space-time dynamics of breakers, which have been modeled in a direct numerical simulation without LT [Sullivan et al., 2004]. A similar BW approach was incorporated in an LES with LT to depict realistically the interaction between LT and BWs [Sullivan et al., 2007]. This LES model has been applied to investigate the evolution of polydisperse bubble distributions [Liang et al., 2011]. Breaking wave effects are mainly confined to a relatively thin (compared to the total mixed layer depth) near-surface layer, whose depth scales with significant wave height $H_s$ [Terray et al., 1996]. In spite of the recent progress in modeling BW effects, important open questions remain related to the dynamics of individual BW events and their oceanic distributions [e.g., Melville and Matusov, 2002; Melville et al., 2002; Gemmrich et al., 2008; Kukulka and Hara, 2008a, 2008b]. Given the incomplete state of knowledge, our goal is to implement a simple wave breaking scheme that is energetically constrained and captures the enhanced near-surface mixing that is expected to play a key role for the vertical distributions of buoyant tracers.

As a first step, we will examine the vertical distributions of buoyant tracer concentrations in idealized wind and wave conditions and address the following questions. Under what wind and wave conditions are buoyant tracers deeply submerged? What are the key parameters that determine the vertical tracer distributions? What is the role of breaking waves and Langmuir turbulence in the submergence processes? How effective is a simple analytic model to describe enhanced wave mixing effects?

In the next section, we consider a simple analytic model that provides valuable conceptual insights and serves as a basis for a practical parametric model. The key unknown in determining the vertical distribution of buoyant tracers is the advective transport by wave-driven turbulence, which is, therefore, investigated in detail. Section 3 describes the turbulence-resolving LES model that includes wave breaking and Langmuir turbulence effects for equilibrium wind-waves. LES model results are discussed and interpreted in light of the analytic model in section 4, before concluding the paper with section 5.

### 2. Analytic Considerations

As a first step to investigate passive buoyant tracers, we consider the tracer as buoyant particles and assume that their velocity is given by the sum of fluid velocity and constant buoyant rise velocity $w_b > 0$. This assumption holds if (a) the particle inertial relaxation time scale is small relative to the turbulent time scale (equivalent to a small Stokes number) and (b) the only forces on the particle are due to friction and gravity [see, e.g., Guha, 2008; Veron, 2015]. With this assumption, the Reynolds-averaged transport equation for a buoyant tracer at concentration $C = \langle \tilde{C} \rangle + \tilde{C}$ in stationary and horizontally homogeneous conditions is

$$w_b C + \langle w' \tilde{C} \rangle = 0,$$

(1)

where angle brackets indicate horizontally averaged quantities, primed variables are the deviation from such averages, $\tilde{C} = \langle \tilde{C} \rangle$, and $w$ is the vertical fluid velocity, $\langle w' \tilde{C} \rangle$ is the vertical turbulent tracer flux. The turbulent flux is parameterized via an eddy mixing coefficient $A(z)$

$$\langle w' \tilde{C} \rangle = -A(z) \frac{dC}{dz},$$

(2)

where $z$ is the vertical coordinate increasing upward. This parameterization is straightforward and effective for our application, but neglects nonlocal turbulent flux terms [Large et al., 1994]. Nonlocal turbulent fluxes may play an important role in LT, but are currently not well understood [Smyth et al., 2002; McWilliams et al.,
2012]. As a first step, we assume that \( A(z) \) does not explicitly depend on \( w_b \), which is consistent with previous simple turbulent diffusion models of buoyant tracers [e.g., Thorpe, 1982] and effective for our study. This assumption is not made for the LES approach and its in-depth assessment for the Reynolds-averaged approach is left for future work (see also discussions by Thorpe et al. [2003] and Veron [2015]). Thus, scaled analytic solutions are self-similar and depend only on \( A(z) \)

\[
\left( \frac{C(z)}{C(0)} \right)^{1/w_b} = \exp \left( \int_{z_0}^{z} \frac{1}{A(z')} \, dz' \right).
\]

Clearly, \( w_b \) and \( A(z) \) are key parameters for vertical tracer concentration distributions. To model the vertical distribution of buoyant tracers, we need to investigate in detail the unknown eddy diffusivity coefficient due to wave-driven turbulence. Once \( A \) is determined, \( C \) can be readily computed for different \( w_b \).

2.1. Near-Surface Mixing

Let the mixing coefficient near the surface be \( A(0) = A_0 \). For small \( |z| \) with \( |z| \ll A(dA/dz)^{-1} \), the approximate solution (3) is

\[
C(z) = C(0) \exp \left( \frac{w_b}{A_0^2} \right).
\]

The decay length scale of the \( C \) profile

\[ d = A_0 / w_b, \]

approaches zero as \( A_0 \) goes to zero for fixed \( w_b \). Therefore, buoyant material is effectively surface trapped for small near-surface mixing. In this case, the surface concentration is inversely proportional to \( A_0 \) for a given total concentration. For deep submergence, \( d \) must be large enough to overcome this surface trapping (lines with circles in Figure 1 with \( d = 0.15, 0.5, \) and \( 1.5 \) m (black, blue, and red, respectively)).

2.2. Solid-Wall Boundary Layer Turbulence

Assume \( A(z) = A_0 = \kappa z_0 u_s \) is constant near the surface and transitions to its estimate for a shear-driven solid-wall turbulent boundary layer below depth \( z_0 \) so that the eddy diffusivity is

\[ A(z) = \kappa |z| u_s, \]

for \( |z| > z_0 \). Here \( \kappa = 0.4 \) is the von Karman constant, \( u_s \) is the water-side friction velocity, and \( z_0 \) denotes a hydrodynamic roughness length \( z_0 \) [Craig and Banner, 1994]. The analytic solution for \( |z| \leq z_0 \) is given by (4) and the solution for \( |z| > z_0 \) is

\[
C(z) = C(0) \exp \left( - \frac{w_b}{\kappa u_s} \left( \frac{|z|}{z_0} \right)^\frac{\kappa}{\kappa - 1} \right).
\]

Solutions illustrate that buoyant material is deeply submerged for \( d \gg z_0 \) or equivalently \( \kappa u_s / w_b \gg 1 \) with more vertically homogenous distributions for larger \( \kappa u_s / w_b \) (lines with crosses in Figure 1). If the tracer is deeply submerged and the condition \( (z_0 / h)^\frac{\kappa}{\kappa - 1} \ll 1 \) is not satisfied, the tracer will significantly penetrate into the bottom boundary layer. Here \( h \) is a depth scale for the upper ocean boundary layer.

**Figure 1.** Analytic buoyant tracer profile solutions for constant \( A \) solution (4) (line with circles), solid wall boundary layer solution (7) (line with crosses), and the KPP solution (9) (dash-dotted line) for different \( \kappa u_s / w_b = 0.3 \) (black), 1.0 (blue), 3.0 (red), corresponding to \( w_b = 1.1, 0.3, 0.1 \) cm/s, or \( d = 0.15, 0.5, 1.5 \) m, respectively. Solutions were obtained for \( u_s = 0.85 \) cm/s and \( z_0 = 0.5 \) m.
2.3. KPP Closure Solutions

If the tracer extends into depths close to \( z = -h \), the whole profile of \( A(z) \) in the boundary layer needs to be specified. We apply a common upper ocean boundary layer model based on K (eddy diffusivity) Profile Parameterizations (KPP) [Large et al., 1994]. Key parameters in the KPP model are a velocity scale \( w_s \), and the boundary layer depth \( h \). If \( z_T > 0 \) is the transition depth from constant \( A_0 \), the eddy diffusivity for \( |z| > z_T \) is specified by

\[
A(z) = -w_s h \left( \frac{z}{h} \right) (1 + \frac{z}{h})^2.
\]  

(8)

For a neutrally stratified solid wall boundary layer, \( w_s = \kappa u_+ \), so that \( A(z) \rightarrow \kappa |z| u_+ \) close to the surface. Furthermore, note that \( z_T \approx A_0/ w_s \). Assuming \( w_s \) is constant with depth, the analytic solution for \( |z| > z_T \) is

\[
C(z) = C(z_T) \left( \frac{h + z + z_T}{h - z}\right)^{\frac{w_s}{z_T}} \exp \left( \frac{w_s z_T + z - h}{w_s h + z - z_T} \right).
\]  

(9)

The \( C \) profile becomes more uniform for smaller \( w_s/h \), (dash-dotted lines in Figure 1, where \( w_s = \kappa u_+ \)).

The length scale \( h \) in the KPP model is fixed at \( h = c_H 35 \) m for all model runs, where 35 m is the typical mixed layer depth (see below) and \( c_H \) denotes a constant empirical coefficient \( c_H = 8/7 \). This modification assures that the \( C \) profile for deep submergence approaches zero for \( z \rightarrow -h \), rather than for \( z \rightarrow -h/c_H \) (see Figure 1 for model results without \( c_H \)). This coefficient influences only weakly near-surface mixing (\( A \rightarrow w_s z \) for \( z \rightarrow 0 \)), which is the focus of this study. However, model results suggest that this modification captures more accurately mixing at the mixed layer base (note that \( A(-h) = 0 \) according to (8)).

2.4. Wave Effects

Wave enhanced mixing contributes to deep submergence in complex ways. Waves may enhance near-surface mixing, which is parameterized by \( A_0 \). Breaking waves inject turbulent kinetic energy (TKE) to increase mixing rates [Craig and Banner, 1994]. Langmuir turbulence, on the other hand, sets up small-scale coherent motion that elevates transport [Veron and Melville, 2001]. Potentially, stochastic energetic BW disrupts organized LT motion [McWilliams et al., 2012] or BWs seed vertical vorticity to drive LT [Sullivan et al., 2007], so that both near-surface wave effects generally interact. Furthermore, large-scale Langmuir circulations enhance deep transport due to coherent motions that extend throughout the mixed layer.

Both wave effects are parameterized here with two enhancement factors relative to solid wall boundary layer turbulence \( c_0 \) for near surface and \( c_w \) for deep mixing by letting

\[
A_0 = c_0 k z_0 u_+ \quad \text{and} \quad w_s = c_w k u_+.
\]  

(10)

(11)

The enhancement factor \( c_w \) was first introduced by McWilliams and Sullivan [2000], who showed its dependence on turbulent Langmuir number \( L_D = \sqrt{u_+/u_{\text{w}}} \), where \( u_{\text{w}} \) is the surface Stokes drift.

The wave enhancement factors \( c_0 \) and \( c_w \) will be systematically determined based on a rational model for wave-driven upper ocean turbulence for a range of realistic environmental conditions. One advantage of determining \( A \) from stationary buoyant tracer solutions is that the mean buoyant upward flux is balanced by the turbulent downward flux, so that eddy diffusivity coefficients are readily determined from robust mean concentrations, rather than eddy covariances.

3. LES With Wave Effects

3.1. Basic Model

Following McWilliams et al. [1997] with the modifications proposed by Kukulka et al. [2010, 2012a], the subgrid-scale (SGS) filtered velocity field is obtained by
respectively. The SGS TKE, in turn, is determined from the prognostic equation via an SGS eddy viscosity, 

\[ q = \frac{\partial q_{SGS}}{\partial y} \]

where \( t \) denotes time, \( u_i \) is the three-dimensional velocity, \((f_1, f_2, f_3) = (0, 0, f) \) is the planetary vorticity with Coriolis parameter \( f \), \( u_{ik} \) is the Stokes drift vector along the wind direction \( x_1 = x \), \( \pi \) is a generalized pressure, \( \rho \) is the density, \( \rho_0 \) denotes a constant reference density, \( e_{ij} \) is vorticity, and \((g_1, g_2, g_3) = (0, 0, -g) \) is the gravitational acceleration. The bars indicate SGS filtered quantities. Turbulent SGS fluxes are parameterized via an SGS eddy viscosity, 

\[ q_{SGS}^{le} = -K_M \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \]

which is expressed as \( K_M = le^{1/2} \) and depends on the SGS TKE, \( e \), and an SGS length scale, \( l \), determined by the spatial resolution, \( l = \Delta x = (\Delta x \Delta y \Delta z)^{-1/3} \) if stratification is zero or negative and \( l \) is damped if stratification is positive (see Moeng [1984] for details). Here \( \Delta x, \Delta y, \) and \( \Delta z \) denotes the grid resolution in \( x, y, \) and \( z \), respectively. The SGS TKE, in turn, is determined from the prognostic equation 

\[ \frac{\partial e}{\partial t} + u_i \frac{\partial e}{\partial x_i} = \tau_{SGS}^{le} \frac{\partial u_i}{\partial x_j} + \rho \frac{\partial q_{SGS}^{le}}{\partial x_i} + \frac{\partial}{\partial x_i} \left( 2K_M \frac{\partial e}{\partial x_i} - \epsilon \right) \]

where \( \tau_{SGS}^{le} \) is the SGS density flux and the turbulent dissipation rate \( \epsilon \) is \( \epsilon = Be^{3/2}/H \) with \( B = 0.19 + 0.51/(\Delta x \Delta y \Delta z)^{-1/3} \). Note that (14) could include a SGS Stokes drift shear production term \( \tau_{SGS}^{le} \frac{\partial u_i}{\partial x_j} \) [McWilliams et al., 1997]. However, our LES results are not sensitive to the inclusion of this production term because without breaking waves the LES is well resolved and not sensitive to the SGS scheme (breaking waves dominate SGS TKE input if they are included). The transport equation for a buoyant tracer \( \theta \) is

\[ \frac{\partial \theta}{\partial t} + (u_j + \bar{u}_j + w_b \delta_{j3}) \frac{\partial \theta}{\partial x_j} = -\frac{\partial \tau_{SGS}^{le}}{\partial x_j} \]

where the subgrid-scale \( \theta \) flux \( \tau_{SGS}^{le} \) is parameterized as

\[ \tau_{SGS}^{le} = -K_0 \frac{\partial \theta}{\partial x_j} \]

with \( K_0 = [1 + (2l/\Delta s)]/K_M \).

Our default LES domain has horizontal dimensions of \( x_1 = y_1 = 150 \) m and a total depth of \( z_1 = 90 \) m with \( 128 \times 128 \times 300 \) grid points, which captures most of the energy and flux carrying eddies. The Coriolis parameter is \( f = 10^{-8} \) s\(^{-1}\). The initial temperature profile is constant the first 32 m followed by a temperature gradient of 0.02 K/m. Small buoyancy entrainment typically results in \( h \approx 35 \) m during the course of the numerical experiments. Fields are spun-up sufficiently to be fully turbulent and then sampled to obtain robust mean tracer statistics, which are quasi-stationary and only weakly dependent on the phase of the inertial current.

Note that for sufficiently small \( u_0 / w_b \), buoyant tracer distributions are strongly influenced by small-scale turbulence close to the air-sea interface, which our LES does not resolve. In this case, subgrid-scale processes dominate overresolved ones and the LES model performs similarly to a Reynolds-averaged Navier-Stokes equation (RANS) approach for the buoyant tracer. Resolving all near-surface motion down to the dissipative scale, however, is computationally much more expensive for the high Reynolds number flow under consideration [Pope, 2008]. Such an approach also requires additional knowledge of the short-wave spectrum, breaking wave distribution, and phase-resolved wave dynamics. These are important open research questions beyond the scope of this paper. The strength of our approach is that it relies on rational models of LT and BW that are constrained by momentum and energy conservation.

### 3.2. Wave Spectrum and Stokes Drift

Our approach to implementing the Stokes drift profile for equilibrium wind-driven seas is consistent with the work by Harcourt and D’Asaro [2008], who have also thoroughly reviewed its strengths and limitations.
The model for the unidirectional wave height spectrum $\tilde{\phi}(x)$ is based on a parametric spectrum for wind-driven equilibrium seas [Donelan et al., 1985] with parameters adopted from Komen et al. [1996]. The two input parameters are the wind speed at 10 m height $U_{10}$ and peak radian frequency $x_p$, where $x$ is the radian frequency,

$$\tilde{\phi}(\omega) = g^2 \omega^{-5} \frac{\omega}{\omega_p} \exp \left( - \frac{\omega}{\omega_p} \right).$$  (17)

The gravitational acceleration is $g = 9.81$ m/s$^2$ and the parameter $x = 0.006(\omega_p U_{10}/g)^{0.55}$. Equivalently, the two input parameters can be expressed in terms of the air friction velocity $u_{fr}$ and wave age $c_p/u_{fr}$, where $c_p$ is the peak wave frequency and $u_{fr} = \sqrt{\tau/\rho_a}$ (the surface wind stress is $\tau$ and the density of air is $\rho_a$). In this study, $\tau$ and $U_{10}$ are uniquely related through the drag coefficient parameterization from Large and Pond [1981]. We implement here only the one-dimensional (1-D) spectrum because our results differ only slightly from those obtained for the full 2-D spectrum. The spectrum is used only for the energy containing frequency range with maximum frequency $x_{max}$.

The Stokes drift profile $u_s(z)$ is computed from the wave spectrum following Huang [1971] and imposed in the LES model. For lower winds, the turbulent Langmuir number $L_\alpha$ depends only on wave age (Figure 2, left). For greater $U_{10}$, there is a small wind speed dependency because the drag coefficient depends on $U_{10}$ shifting the peak frequency through the wave age relationship. The Stokes drift profile normalized by its surface value and $z$ scaled by the peak wavelength $k_p = 2\pi x_p$ is not dependent on wind speed or wave age (black line in Figure 2, right). An estimate for a monochromatic wave with an equivalent wavelength $k_e = 0.1k_p$ (gray line in Figure 2, right) is close to the estimate obtained by integrating over the full wave spectrum.

### 3.3. Breaking Waves

Our approach is an extension of the work by Craig and Banner [1994], who specified a TKE surface flux $F$ due to BW in a horizontally averaged model. It simplifies the stochastic BW model from Sullivan et al. [2007]. We impose a horizontally uniform BW work term, $W(z)$, that inputs TKE into the SGS motion (see discussion by McWilliams et al. [2012]).
\[ \frac{\partial e}{\partial t} + u_j \frac{\partial e}{\partial x_j} = - \epsilon + W(z). \]  \hspace{1cm} (18)

The vertically integrated \( W \) is equal to the total TKE flux from BWs, i.e.,

\[ \int_{-\infty}^{\infty} W(z) dz = F. \]  \hspace{1cm} (19)

Because the shape of \( W(z) \) is not well constrained and the largest contribution is near the surface, we specify \( W(z) = c_{fb}(z) \), where \( \delta \) is the Dirac delta function and \( c_f \) denotes a constant coefficient constrained by (19), so that BW TKE input is imposed as a surface flux.

In equilibrium wind-wave conditions considered in this study, the energy loss by BWs \( F \) is approximately balanced by the total wind energy input and can be expressed as [Komen et al., 1996]

\[ F = g \int_{0}^{\omega_{max}} \beta \phi(\omega) d\omega. \]  \hspace{1cm} (20)

The wave growth rate \( \beta \) is adopted from Plant [1982]

\[ \beta = c_u u^2_c \omega^2, \]  \hspace{1cm} (21)

for \( c / u \phi < 35 \), and \( \beta = 0 \) otherwise. The wave phase speed \( c \) is \( c = g / \omega, u_\phi = \sqrt{\tau / \rho_w} \) denotes the water-side friction velocity, \( \rho_w \) is the density of water, and \( c_f = (32 \pm 16) \) denotes a nondimensional growth rate coefficient with large uncertainties. The “effective” phase speed \( Fu^{-2} \) [Terray et al., 1996] computed for our parameters and normalized by peak phase speed is consistent with previous approaches for a typical range of \( u_\phi / c_p \) (inverse wave ages) in equilibrium ocean wind sea conditions (Figure 3 (left), compare to Figure 6 in Terray et al. [1996]). Note that \( Fu^{-2} c_p^{-1} \) is roughly proportional to inverse wave age \( u_\phi / c_p \) and consequently \( Fu^{-2} \) is roughly proportional to \( u_\phi \). Indeed, \( Fu^{-2} \) does only change by a factor of about two for the wave age range from 5 to 35 for a given wind speed (Figure 3, right). Since a relevant velocity scale for turbulent mixing is related to \( F^{1/3} \) based on dimensional analysis, variations by a factor of two in \( F \) only causes a roughly 25% change in turbulent velocity scale due to BWs. Since in our approach only \( F \) characterizes BW effects, an approximate BW turbulence velocity scale is related to \( u_\phi \) with relatively weak wave age dependence, similar to shear-driven boundary layer turbulence, which is consistent with the analysis from Craig and Banner [1994].

A characteristic length scale \( \lambda_b \) of BWs that dominantly contribute to \( F \) can be defined such that waves with \( \lambda / \lambda_b \) contribute 50% to \( F \). From (20) with (17), it follows that \( \lambda_b \approx 0.1 \lambda_p \). This result differs from the Sullivan et al. [2007] BW model, which assumes that \( \lambda_b \) increases and the number of breakers decreases with decreasing wave age. Details of the dependence of \( \lambda_b \) and \( F \) on wind and wave conditions are uncertain because our knowledge of wind and wave coupling dynamics is incomplete. For example, for very young seas, it has been shown that \( \lambda_b \) approaches \( \lambda_p \) based on wind and wave coupling theory [Kukulka et al., 2007; Kukulka and Hara, 2008b].

### 3.4. Parameter Space and Details of Model Setup

The foregoing discussion suggests that the turbulent diffusivity (8) and (10) with (11), taking BW and LT effects into account, can be expressed in nondimensional form as

\[ \frac{A(z)}{hu_s} = \text{function} \left( \frac{z}{h}, \frac{c_p}{u_\phi}, \frac{\lambda_b}{h}, \frac{\tau_0}{h} \right). \]  \hspace{1cm} (22)

For the concentration profiles, it follows from (3) that

\[ \left( \frac{C(z)}{C(0)} \right) = \text{function} \left( \frac{z}{h}, \frac{c_p}{u_\phi}, \frac{\lambda_b}{h}, \frac{\tau_0}{h} \right). \]  \hspace{1cm} (23)

Therefore, in theory, it suffices to examine a single value for \( \omega_b \) because solutions are self-similar. Practically, buoyant tracer concentrations and their vertical gradients should be large enough; through trial and error, we set by default \( u_\phi/\omega_b = 1.22 \).
Sensitivity of results due to the parameters $z_0$ and $h$ are not investigated in this study. The roughness length $z_0$ is an internal LES parameter determined from the SGS closure model. The boundary layer depth $h$ is approximately constant and coincides with the depth where local density gradients peak. Parameters are chosen (see section 3.1), so that the buoyancy entrainment due to shear at the mixed layer base is relatively weak, because the $e$-folding length of the Ekman current, about $0.25 \frac{u}{C_3} = f$, does not exceed $h$ [McWilliams et al., 1997]. Note, however, that more generally the boundary layer depth depends on $\frac{u}{C_3} = f$, in which case the nondimensional parameter $fh$ would need to be included in (22) [McWilliams et al., 2012].

This leaves us with the wave age and wind stress as the main parameters to be investigated in this study. Note that changes in wind stress cause variation in $k_p$ for given wave age, so that a nondimensional parameter that captures wind stress variations can be expressed in terms of $k_p = h$. The range of wind stress values is chosen so that the Stokes drift is confined to the mixed layer and no significant buoyancy entrainment occurs over time integration of one inertial period (see above). These constraints result in a limited wind speed range of $U_{10}=5-10$ m/s, for which the drag coefficient is constant and the relation between wave age and $L_0$ unique. The wave age is examined for fully developed seas with $c_p = \frac{u}{C_3} \approx 35$ to younger seas, so that the Stokes drift profile is resolved by the numerical grid. Only for comparison with previous studies, we also simulate different wind and wave conditions. All LES runs for this study are summarized in Table 1.

4. Results

4.1. Model Assessment

4.1.1. Without Wave Effects

Without wave effects, the LES solutions agree well with the analytic solutions (4) and (7) for different $w_0$ and $u_0$ (Figure 4) with $z_0 = 0.5$ m and $c_p = c_{wp} = 1$ (solid wall boundary layer turbulence). By default, we set $z_0 = 0.5$ m for the analytic Reynolds-averaged model. The empirically determined value for $z_0$ is consistent with previous estimates in the range of $0.1-8.0$ m [Craig and Banner, 1994] and also consistent with the subgrid-scale parameterization (16) for which $z_0 \approx K_0/(\nu u_*) = 0.6$ m, where we have used the near-surface subgrid-scale TKE $(e)/u_0^2 \approx 1.1$ based on LES results. The resolved turbulent kinetic energy exceeds 75% of the total (resolved + subgrid scale) TKE even at the first grid points where subgrid-scale fluxes are most important. The total TKE varies between $2 < TKE/u_0^2 < 5$, which is consistent with previous estimates for shear-driven boundary layer turbulence, e.g., $TKE/u_0^2 = 1/0.55^2 = 3.3$ [e.g., Pope, 2008]. The LES solutions for $C$ suggest that the vertical resolution is sufficient for our default $u_0/w_0 = 1.22$ as $\Delta z_0/d$ (a numerical Peclet number) varies significantly; yet, LES $C$ profiles are consistent with (4) and (7) (Figure 4).

It is important to keep in mind that our and previous upper ocean LES approaches to incorporating breaking waves impose $z_0$ through the subgrid-scale model and that more complete approaches need
next the velocity variance contributions to TKE, which characterize wave-driven upper ocean turbulence [2007], suggesting that we capture to first-order TKE dynamics expected for a stochastic BW field. The
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Consistent with results from Sullivan et al. [2007], we find that BWs enhance near-surface dissipation rates by 2 orders of magnitude (Figure 6, only BW: thin solid lines, BW and LT: lines with circles). Stokes drift causes larger dissipation at greater depth. Without wave effects (dash-dotted lines), both models predict near-surface dissipation that is consistent with typical wall layer scaling (thick black line). Both wave effects also increase the near-surface TKE (Figure 7, only BW: solid lines, BW and LT: lines with circles). Simulations with BW effects have a significantly higher surface TKE and SGS percentage of the total TKE than the cases without wave effects or just Stokes drift (without waves: dash-dotted, only LT: lines with circles). Although our SGS TKE values are larger at the surface because we flux TKE from breaking waves at the first grid point, the SGS contribution accounts for a similar percentage of the total TKE and TKE rapidly decreases to similar values from

4.1.2. Near-Surface Dissipation Rates

Previous observational [Terray et al., 1996] and modeling [Craig and Banner, 1994] studies have shown that oceanic near-surface TKE dissipation rates are significantly larger than those expected for a solid wall surface boundary layer. To model previous measurements, we run our LES model with the effects of Stokes drift and BWs at six different conditions to cover a realistic range of wind and wave conditions consistent with the observations (Table 1). LES model results generally agree with previous measurements, although there is significant scatter in observations and simulations (Figure 5). Our results suggest that the scatter in the observations is partially due to different wind and wave conditions. LES model results agree the least with the best fit solution for the field conditions not observed during the experiment in Lake Ontario (circles, \( U_0 = 15 \) m/s, \( c_p/u_{a}=35 \)) [Terray et al., 1996]. Clearly, more observations are needed for a more comprehensive comparison.

4.1.3. Comparison With a More Complete Approach

To compare our model results with the more complete approach from Sullivan et al. [2007], we perform simulations for their prescribed default condition with \( U_0 = 15 \) m/s and wave age \( c_p/u_{a}=30 \), resulting in \( \Lambda_s = 0.3 \) and LT favorable conditions. Our simulation setup uses a smaller domain size with less grid points and a different parameterization of the empirical wave spectrum, so that both \( u_{a} \) and \( F \) differ in details. Following Sullivan et al. [2007], we perform four different simulations, including without wave effects, with only LT effects, with only BW effects, and with both wave effects (Table 1).

Consistent with results from Sullivan et al. [2007], we find that BWs enhance near-surface dissipation rates by 2 orders of magnitude (Figure 6, only BW: thin solid lines, BW and LT: lines with circles). Stokes drift causes larger dissipation at greater depth. Without wave effects (dash-dotted lines), both models predict near-surface dissipation that is consistent with typical wall layer scaling (thick black line). Both wave effects also increase the near-surface TKE (Figure 7, only BW: solid lines, BW and LT: lines with circles). Simulations with BW effects have a significantly higher surface TKE and SGS percentage of the total TKE than the cases without wave effects or just Stokes drift (without waves: dash-dotted, only LT: lines with triangles). Although our SGS TKE values are larger at the surface because we flux TKE from breaking waves at the first grid point, the SGS contribution accounts for a similar percentage of the total TKE and TKE rapidly decreases to similar values from Sullivan et al. [2007]. It is interesting to examine next the velocity variance contributions to TKE, which characterize wave-driven upper ocean turbulence (Figure 8). Resolved velocity variance profiles overall agree well with those obtained from Sullivan et al. [2007], suggesting that we capture to first-order TKE dynamics expected for a stochastic BW field.

### Table 1. Summary of All LES Runs*

<table>
<thead>
<tr>
<th>( U_0 ) (m s(^{-1}))</th>
<th>( u_{a} ) (cm s(^{-1}))</th>
<th>conditions</th>
<th>( c_p/u_{a} )</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.61</td>
<td>ST</td>
<td>n/a</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>0.61</td>
<td>LT/BW</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>0.61</td>
<td>LT/BW</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>0.61</td>
<td>LT/BW</td>
<td>25</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>0.61</td>
<td>LT/BW</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>0.61</td>
<td>LT/BW</td>
<td>35</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>0.89</td>
<td>LT/BW</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>0.89</td>
<td>BW</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>0.89</td>
<td>LT</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>0.89</td>
<td>LT/BW</td>
<td>10</td>
<td>5, 10, 12</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT</td>
<td>n/a</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>BW</td>
<td>35 [0]</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>27</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>ST</td>
<td>n/a</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>BW</td>
<td>35 [0]</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT</td>
<td>35</td>
<td>9, 10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>35</td>
<td>9, 10</td>
</tr>
<tr>
<td>10</td>
<td>1.22</td>
<td>LT/BW</td>
<td>35</td>
<td>9, 10</td>
</tr>
<tr>
<td>15</td>
<td>1.87</td>
<td>LT/BW</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>1.87</td>
<td>LT/BW</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>1.87</td>
<td>LT/BW</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>1.87</td>
<td>LT</td>
<td>n/a</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td>15</td>
<td>1.87</td>
<td>BW</td>
<td>30</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td>15</td>
<td>1.87</td>
<td>LT</td>
<td>30</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td>15</td>
<td>1.87</td>
<td>LT/BW</td>
<td>30</td>
<td>6, 7, 8</td>
</tr>
</tbody>
</table>

*For BW only runs, the wave age is also assigned to zero [0], see main text. The SXXBW indicates that the default breaking wave input is enhanced by a factor of five.

To be taken to model \( z_0 \). Given the wide range of \( z_0 \), we perform below a sensitivity analysis based on analytic solutions. This analysis also suggests \( z_0 \) is likely not a critical parameter in the presence of relatively large-scale LT, which are well resolved by the LES model and do not strongly depend on subgrid-scale parameterizations.
Elevated vertical and cross-wind velocity variances are a typical signature of LT (right and middle plots, respectively, in Figure 8). Note, however, that simulated vertical velocity variances are significantly larger than those observed [D’Asaro, 2001; D’Asaro et al., 2014], indicating that the model forcing may be much stronger than that for the observed ocean conditions. In spite of its large surface contribution to total TKE, the BW effect is relatively small because turbulent motion due to breaking is not represented in model forcing at resolved scales. Differences in the results of the two approaches are partially explained by differences in the implementation (grid resolutions, Stokes drift profiles, TKE input). Overall, the detailed comparison for this particular case suggests that our simplified approach captures some important features of the more complete approach from Sullivan et al. [2007]. This finding is consistent with scaling arguments that suggest that the energy contribution due to the resolved stochastic events is relatively small in the Sullivan et al. [2007] approach, so that most BW energy transfer occurs on unresolved subgrid scales (Appendix A). Nevertheless, the Sullivan et al. [2007] approach

Figure 4. Analytic (lines) and LES (symbols) solutions without wave effects for \( \frac{u_c}{w_b} = 2.03 \) (left), \( \frac{u_c}{w_b} = 1.22 \) (middle), and \( \frac{u_c}{w_b} = 0.61 \) (right). By default, \( u_* \) is set to \( u_* = 0.61 \text{ cm/s (} U_{10} = 5 \text{ m/s) for the LES solutions (dots). To examine the self-similar behavior of solutions, we also considered an LES solution with \( \frac{u_c}{w_b} = 1.22 \) and \( u_* = 1.22 \text{ cm/s (} U_{10} = 10 \text{ m/s) (crosses in middle plot). For the analytic solutions, } A \text{ is constant at } A = v_z u_* \text{ with } z_0 = 0.5 \text{ m.}

Figure 5. Comparison of model results (black symbols) and observations from Terray et al. [1996] (gray dots) for normalized TKE dissipation rate \( e \) depth profiles at different wind and wave conditions. Our symbols represent LES results for different \( U_{10} \) and wave age \( \frac{t}{u_*} \). The solid line is a best fit to observations provided by Terray et al. [1996].

captures locally enhanced SGS energy injection events and a long-lived coherent breaking wave vortex [Sullivan et al., 2004], whose impacts on buoyant tracer distributions have yet to be systematically assessed.

Figure 6. Comparison of normalized TKE dissipation rates $\varepsilon$. Our results (black), results from Sullivan et al. [2007] (gray) without wave effects (dash-dot line), Langmuir turbulence only (triangles), breaking waves only (solid line without symbols), and both wave effects (circles). The thick solid black line is the estimate for wall layer scaling, $\varepsilon = u^2/(\kappa z)$.

Figure 7. Comparison of (left) near-surface total and (right) subgrid-scale turbulent kinetic energy. Our results (black), results from Sullivan et al. [2007] (gray) without wave effects (dash-dot line), Langmuir turbulence only (triangles), breaking waves only (solid line without symbols), and both wave effects (circles). Note that the breaking wave only solution may coincide with the solutions for both wave effects.
4.2. BW and LT Effects on Vertical Tracer Distributions

To understand the individual and combined effects of BW and LT on vertical tracer distributions, we examine in detail the case for $U_{10} = 10$ m/s and $C_p / U_{10} = 35$ (Figure 9). Without wave effects, the LES solution (black dots) agree well with the analytic solution (gray line) for $c_0 = c_w = 1$, so that we recover the KPP model with near-surface mixing for a solid wall boundary layer. For enhanced wave mixing, on the other hand, we expect $c_0 > 1$ or $c_w > 1$. Indeed, for BW only, we find a good fit between the analytic and LES solutions for $c_0 = 4$ and $c_w = 1$ (BW plot in Figure 9). This suggests that BW mainly enhances near-surface mixing, but does not strongly influence transport at greater depth, which is consistent with the idea that enhanced BW mixing is confined to the surface [Terray et al., 1996].

Figure 8.Comparison of resolved velocity variance. Our results (black), results from Sullivan et al. [2007] (gray) without wave effects (dashed line), Langmuir turbulence only (triangles), breaking waves only (solid line without symbols), and both wave effects (circles).

Figure 9. LES solutions (dots) for $U_{10} = 10$ m/s and $C_p / U_{10} = 35$ with and without wave effects and analytic solutions (gray lines) for the modified KPP model with the parameters $c_0$ from (10) and $c_w$ from (11): $(c_0, c_w) = (1,1)$ (no waves), $(4,1)$ (BW), $(5,6)$ (LT), and $(9,6)$ (BW and LT).
If only LT effects are taken into account, we find reasonable agreement between LES and analytic solutions for $c_0 = 5$ and $c_w = 6$ (LT plot in Figure 9). This suggests that LT influences both transport near the surface and at greater depth. Enhanced deep mixing causes the buoyant tracer to be submerged deeply and to be distributed throughout the whole water column. LES solutions with combined LT and BW effects do not significantly influence deep mixing relative to LT only solutions but appear to enhance near-surface mixing relative to solutions with either BW only or LT only (Figure 9, right). Consequently, $c_w$ is close to the LT only value with $c_w = 6$ and $c_0$ increases further to $c_0 = 9$. Note that the effects of LT and BW are not simply additive, because in our approach BW TKE injection dissipates small-scale LT structures [McWilliams et al., 2012]. Thus, one may expect that enhanced mixing due to BW compensates for impeding small-scale near-surface LT. This example provides some intuitive insights, facilitating a more systematic investigation of $c_0$ and $c_w$ for different conditions.

4.3. Dependence on Wind and Wave Conditions

We will next examine how the turbulent eddy diffusivity $A(z)$, i.e., the coefficients $c_0$ and $c_w$, depends on wind ($U_{10}$) and wave ($cp/Ca$) conditions. We determine objectively $c_0$ and $c_w$ by minimizing the squared difference between $C(z)$ obtained from the LES and analytic models. The near-surface coefficient $c_0$ and deep mixing coefficient $c_w$ are determined as functions of wave age for three wind speeds $U_{10} = 5, 7,$ and $10$ m/s (dots in left and middle plots of Figure 10). The analytic solutions with the best fit coefficients $c_0$ and $c_w$ capture over 98% of the $C$ variance of the LES solutions (dots in the right plot of Figure 10), which suggests that the simple analytic model accurately captures first-order turbulent transport characteristics.

As the wave age increases, both coefficients initially increase from roughly the BW only value (which is assigned wave age zero) for all wind speeds, indicating that LT enhances both near-surface and deep transport. The enhanced increase for greater $U_{10}$ is perhaps at first surprising because $La$ does not depend on $U_{10}$ for our conditions (Figure 2). However, the Stokes drift depth decay scale, related to $z_T$, increases with $U_{10}$ for constant $La$, influencing Langmuir turbulence dynamics [Polton and Belcher, 2007; Harcourt and D'Asaro, 2008]. One interpretation of the decrease in $c_0$ for the two larger wind speeds and wave ages exceeding a value of about 20 (red and black dots in left plot of Figure 10) is that Langmuir cells grow larger, so that enhanced near-surface mixing transitions into deep mixing.

Note also that for elevated deep mixing, i.e., larger $c_w$, the coefficient $c_0$ is less important because the transition depth $z_T$ from constant $A_0$ to depth varying $A(z)$ is shallower. Recall that the details of $A_0$ are less

Figure 10. Coefficients (left) $c_0$ and (middle) $c_w$ determined from each individual LES experiment by minimizing the squared difference between LES solutions (with BW and LT) and analytic concentration profiles (dots). Parameterized $c_0$ based on (27) and $c_w$ based on (28) (solid thick lines left and middle plots, respectively). Our $c_w$ is consistent with the one from McWilliams and Sullivan [2000] (MS00, dash-dotted line). (right) $R^2$ for case specific coefficients (dots) and for the parameter model (pluses).
important for buoyant tracers with \( w_b < w_c \), because deep mixing critically influences vertical tracer distributions. Let us examine the maximum deep A

\[
A_{\text{max}} = \frac{4 w_c}{27 u_c} = \frac{4 \kappa}{27} c_w \approx 0.0667 c_w.
\]  

(24)

This value is consistent with the eddy viscosity \( K_m \) (for momentum) from Sullivan et al. [2007], which was determined for fully developed sea conditions with \( U_{10} = 15 \) m/s. In their study, \( (K_m)_{\text{max}}/(u_c h) \) increases from a value of about 0.05 without LT effects by a factor of roughly four with LT effects. Our \( c_w \) is also consistent with the proposed one from McWilliams and Sullivan [2000], who suggested \( c_w = (1 + 0.08 \lambda_0 \kappa^{1/2})^{1/2} \) based on limited LES results (dash-dotted line in Figure 10, middle). For this comparison, we exploit the unique relation between wave age and \( L_a \), for \( U_{10} \leq 10 \) m/s (Figure 2). For constant wind, our \( c_w \) increases more strongly with wave age or inverse \( L_a \); because in this study \( \lambda_p/h \) increases concurrently, enhancing LT [Harcourt and D’Asaro, 2008].

Such large enhancement factors \( c_0 \) and \( c_w \) which increase by up to 1 order of magnitude depending on wind and wave properties, are remarkable and have critical implications for the vertical distribution of buoyant tracers: wave-driven mixing is equivalent to a shear-driven boundary layer with rise velocity reduced by 1 order of magnitude.

4.4. Wave-Dependent Parameterization

A physically motivated parameterization for \( A \) can be developed by assuming that near-surface turbulence, characterized by \( A_0 \), is influenced by shear, BW and LT, and that deep turbulent transport, characterized by \( w_c \), is mainly influenced by shear or LT. We may then express

\[
A_0 = c_0^H h z_0 u_c + z_{bw} F^{1/3} + c_w^H z_0 u_c.
\]  

(25)

The first right-hand-side term is \( A_0 \) for a shear-driven boundary layer modified in the presence of waves by the factor \( c_0^H \) (without wave forcing \( c_0^H = 1 \)). The second term follows from dimensional analysis where \( F^{1/3} \) is a BW velocity scale and \( z_{bw} \) is a BW length scale, which is not explicitly modeled so that \( z_{bw} \propto z_0 \) in our approach. Because \( F^{1/3} / u_c \propto \text{constant} \) (see discussion above), the first and second terms can be combined to \( c_{bw} z_0 u_c \), where \( c_{bw} \) is an approximately constant enhancement factor due to BW. The last term of equation (25) parameterizes LT and takes into account a length scale due to waves \( \lambda_w \) motivated by our LES results. Note that the velocity scale \( u_c \) and the length scale \( \lambda_w \) are based on the imposed external forcing parameters and should not be simply interpreted as scales characterizing LT, so that we expect the coefficient \( c_0^H \) to depend on wave properties [Plueddemann et al., 1996; Smith, 1998; Li et al., 2005; Polton and Belcher, 2007; Harcourt and D’Asaro, 2008; Grant and Belcher, 2009]. Dynamically, \( \lambda_w \) is related to the Stokes drift shear decay scale (see section 3.2 and Figure 2), which is critical in TKE Stokes drift shear production. For smaller \( \lambda_p/h \), this TKE production is confined more closely to the surface, while for sufficiently large \( \lambda_p/h \), the TKE production vanishes if the Stokes drift shear across the mixed layer approaches zero. Taking \( \lambda_p \) as a Stokes drift decay scale, Harcourt and D’Asaro [2008] showed that LT effects first increase with \( \lambda_p/h \) consistent with our results. The anticipated increase in transport is captured by (25) if \( c_0^H \) is approximately constant for small \( \lambda_p/h \). Furthermore, LT decreases once \( \lambda_p/h \) is sufficiently large because of the weak Stokes drift shear across the mixed layer [Polton and Belcher, 2007]. We model this decrease for large \( \lambda_p/h \) as

\[
c_0^H = \gamma_0 \exp \left( -\gamma_0 \frac{\lambda_p}{h} \right) = c_0^H \exp \left( -\gamma_0 \frac{\lambda_p}{h} \right).
\]  

(26)

where \( \gamma_0 \) and \( \gamma_2 \) are empirical constants, so that \( A_0 \) is finally expressed as

\[
A_0 = \frac{z_0}{h} u_c - \frac{\lambda_p}{h} \gamma_0 \exp \left( -\gamma_0 \frac{\lambda_p}{h} \right) \frac{\lambda_p}{h}.
\]  

(27)

This simple physically motivated parameterization is consistent with LES results with only three empirical constant coefficients \( \gamma_0 = 1.60, \gamma_1 = 0.145, \gamma_2 = 1.33 \) (thick solid lines in left plot of Figure 10). Note that this parameterization depends implicitly on \( L_a \), because \( \lambda_p/h = u_c^2/(gh) \text{function} \ (L_a) \).

Applying similar ideas for parameterizing deep mixing, but assuming that BW effects are small, we express \( w_c \) as
This parameterization also agrees reasonably well with LES results (thick solid lines in middle plot of Figure 10). To parameterize \( w \), only two additional empirical coefficients \( c_{w1} = 5.249 \) and \( c_{w2} = 0.333 \) are used, so that solutions converge to shear-driven solutions for \( k_p = h ! 0 \). Furthermore, this parameterization is consistent with the no-wave and short-wave limits from Harcourt and D’Asaro [2008], which converge to shear-driven turbulence.

Analytic tracer profiles for the parameterized \( A_0 \) and \( w \) capture for most cases over 95%, but never less than 91%, of the LES \( C(z) \) variance (pluses in right plot of Figure 10). The analytic solution with \( A \) parameterized based on (27) and (28) will be applied for the remaining discussions.

4.5. Near-Surface Mixing \( A_0 \)

It is interesting to compare our parameterized \( A_0 \) (solid black lines in Figure 11 for wave ages “0” [defined as no LT], 10, 20, and 35) to previous estimates. Recall that wave effects enhance \( A_0 \) by the factor \( c_0 \) relative to shear-driven boundary layer turbulence (gray lines in Figure 11). For weak LT effects (young seas), \( A_0 \) critically depends on \( z_0 \) because \( A_0 \) is roughly proportional to \( z_0 \) according to (27) (compare left and right plots in Figure 11). As LT effects increase, solutions depend only weakly on \( z_0 \) because LT structures are resolved and near-surface boundary layer parameterizations are less significant.

Our \( A_0 \) is consistent with the surface momentum eddy viscosity \( (K_m)_0/(u,h) \) from Sullivan et al. [2007], who found that \( (K_m)_0/(u,h) \) systematically increases from (a) no wave effects, (b) BW only, (c) LT only, to (d) both BW and LT effects from a value of about \( (K_m)_0/(u,h) \approx 0.005 \) to roughly 0.020 for fully developed sea conditions and \( U_{10} = 15 \) m/s. In this study, we find \( A_0/(u,h) \approx 0.005 \) without wave effects and \( A_0/(u,h) \approx 0.030 \) for combined LT and BW effects for \( U_{10} = 10 \) m/s and fully developed seas. Because \( A_0/(u,h) = c_0 k_2 z_0/h \approx 0.005 c_0 \), this indicates that the roughness length \( z_0 \) and the enhancement factor \( c_0 \) are consistent with results from Sullivan et al. [2007]. However, it is important to keep in mind that the momentum eddy viscosity differs from our \( A_0 \) because momentum source terms have vertical structure in the approach from Sullivan et al. [2007].

By balancing TKE dissipation with vertical TKE transport, the following analytic expression for the surface eddy diffusivity is obtained from the Craig and Banner [1994] model

\[
A_0 = (k z_0) \left[ F^{1/3} (3B/S_0)^{1/6} \right] S_m,
\]

(29)
where the empirical constant coefficients $S_m$, $S_p$, $B$ are given by $S_m=0.39$, $S_p=0.2$, $B=16.6$. The term in the first brackets is a surface mixing length and the term in the square brackets is the square root of twice the surface TKE. The BW TKE flux $F$ is set to $F=100u_3^2$ by Craig and Banner [1994]. This estimate (crosses in Figure 11) agrees well with our estimate with only BW effects (wave age 0), suggesting that TKE transport is balanced by dissipation for the LES solutions and that BW effects are only weakly dependent on wave age consistent with the discussion above.

Thorpe et al. [2003] suggested the following empirical wave age-dependent model for $A_0$ (dashed lines in Figure 11)

$$A_0 = 1.5kH_u \text{ for } |z| < 1.5H_u.$$  \hspace{1cm} (30)

This formula assumes that the mixing length is proportional to the significant wave height $H_u$, which is parameterized as $H_t=0.96g^{-1}(c_p/u_3)^{3/2}u_{wp}^2$. For constant wave age, $A_0$ is proportional to $u_3$, which is consistent with the empirical model from Li and Garrett [1995] (pluses in Figure 11), which has been applied in previous studies [e.g., Gemmrich and Farmer, 1999; Thorpe et al., 2003]. Because of the cubic wind speed dependence, $A_0$ will exceed the $A_0$ from this study for sufficiently high wind conditions. The $A_0$ from Thorpe et al. [2003] is more consistent with our result for the smaller $z_0 = 0.1$ m (Figure 11, right).

In the direct numerical simulation (DNS) approach from Sullivan et al. [2004], no external roughness parameters need to be imposed because all nonwave motions are resolved. In this approach, however, the Reynolds number is limited and significantly smaller than that for realistic ocean conditions. Sullivan et al. [2004] found that for a particular BW with $\lambda$, $z_0/\lambda$ varies between $0.04$ and $0.06$ when breaking constitutes $80\%$ to $100\%$ of the total stress, resulting in a hydrodynamically rough boundary layer. For the simulated laboratory waves, $z_0$ is lower than the one used by Craig and Banner [1994], which is in the range of $z_0 = 0.1 - 8.0$ m.

Previous field observations agree with such a large value of $z_0$, which has been shown to scale with $H_t$ [Terray et al., 1996; Gerbi et al., 2009; Soloviev and Lukas, 2003]. However, Gemmrich and Farmer [2004] pointed out that most of those estimates are determined based on TKE dissipation rates and found that $z_0 \approx 0.2$ m based on observations of turbulent temperature fine structures.

### 4.6. Disruption of Organized LT by BW

To understand more systematically under what conditions the enhanced near-surface mixing due to BWs may disrupt organized Langmuir circulations, it is useful to consider the nondimensional laminar Langmuir number

$$La_{lam} = [(Ak/u_3)^2(u_3/u_{10})]^{1/2},$$  \hspace{1cm} (31)

that arises from “laminar theory” in which small-scale mixing is parameterized based on eddy viscosity [Leibovich, 1983]. Linear stability theory suggests that $La_{lam}$ should be smaller than one for LT presence, otherwise small-scale mixing inhibits the formation of Langmuir cells [Leibovich and Paolucci, 1981]. Generally, it is challenging to separate contributions of $A$ due to incoherent smaller-scale and coherent larger-scale motions [see also Kukulka et al., 2012a] and to estimate the wavenumber $k$ for a spectrum of waves. Reasonable estimates for $A$ are given by (29) with only BW effects or, without BWs, $A=A_0=U_{lam}$. The wave number can be approximated based on the equivalent wavelength $\lambda_p$ that matches reasonably well the Stokes drift profile for given $u_{10}$ (compare gray and black lines in right plot of Figure 2).

As an example, let us consider $U_{10} = 7$ m/s for different wave conditions. Coherent bands of vertical velocities become weaker for decreasing wave ages $(c_p/u_{10} = 35, 20, \text{ and } 10$ (Figure 12)), which is consistent with the increasing $La$. With only LT effects (first three top plots) fine turbulent structures are apparent relative to simulations with BW and LT effects (first three bottom plots). This is qualitatively consistent with $La_{lam}$, which is an order of magnitude larger with BW effects. For example, for the youngest wave age $10$, $La_{lam} = 0.35$ without BW effects and $La_{lam} = 3.8$ with BW effects, suggesting a strong obstruction of LT by breaking waves. If the BW input is enhanced by a factor of five ($La_{lam} = 8.4$, Figure 12, top right), turbulent near-surface velocities resemble the case without wave effects (Figure 12, bottom right). Considering that $A$ is proportional to $u_{z0}$, these results suggest with (31) that $\tilde{\rho}/z_0$ and $La$ are key nondimensional parameters in understanding the disruption of organized LT by BW.
4.7. Surface Trapping and Deep Submergence

We specify two metrics that characterize surface trapping (or deep submergence). The first is related to the depth-weighted normalized concentration

\[ T_n = 1 + \frac{2}{h} \int_{-h}^{0} z C dz \int_{-h}^{0} C dz \]  

which is \( T_n = 0 \) for a vertically homogeneous profile and \( T_n = 1 \) for surface trapped buoyant tracers. The second metric is the normalized buoyant tracer concentration in the upper \( \varphi h \) surface layer (\( \varphi \) represents a fraction of the total depth),

\[ T_\varphi = \frac{1}{1 - \varphi} \left( \int_{-\varphi h}^{0} C dz - \varphi \int_{-h}^{0} C dz \right) \]  

which is \( T_\varphi = 0 \) for a vertically homogeneous profile and \( T_\varphi = 1 \) for tracers entirely trapped in the upper \( \varphi h \) surface layer. We compute \( T_n \) and \( T_\varphi \) with our analytic model (3) with (8) using the parameterizations (27) and (28).

We examine the conditions for which the buoyant tracer is either nearly vertically homogeneous, i.e., \( T_n \to 0 \) or completely surface trapped, i.e., \( T_n \to 1 \) (Figure 13, left). The gray line shows solutions without wave effects and the blue line represents the BW only solutions. For fixed wind speed, the wave age increases in the following order: red (youngest sea), cyan, black, magenta, and yellow (oldest sea). Regardless of wave conditions, concentration profiles are nearly homogenous and \( T_n \to 0 \) for \( w_b/u_s < 0.01 \), even without wave effects (gray line). For \( w_b/u_s > 10 \), buoyancy effects overcome turbulent mixing and the tracer is surface trapped with \( T_n \approx 1 \). For intermediate values of \( w_b/u_s \), submergence is strongly dependent on different sea states (colored curves). For example, at \( w_b/u_s = 1 \), significant submergence (\( T_n \approx 0.5 \)) occurs for \( x_p/h = 2.4 \).
(yellow line, corresponding, e.g., to a fully developed sea with $U_{10} = 10 \text{ m/s}$), whereas buoyant particles are nearly surface trapped without LT.

These results are consistent with the second surface trapping measure $T_u$, which provides more detail on the trapping depth. For small $\lambda_p/h$ (e.g., young seas), BW effects are particularly important for near-surface distributions very close to the surface with $\varphi \leq 1\%$ (third and fourth plots of Figure 13). For example, for $w_b/u_* = 1$ and $\varphi = 1\%$, $T_u$ drops from 0.9 without wave effects (gray curve, the tracer is nearly trapped in the upper 1% of the surface layer) to 0.4 with only BW effects so that significant tracer concentrations are at depth below 1% (blue curve). If one considers only trapping in the upper 10% of the mixed layer (second plot of Figure 13), the BW only solution (blue curve) is relatively close to the solution without wave effects (gray curve). These results suggest that observations of deeply submerged buoyant tracers, such as of microplastic marine debris, provide a signature of wave-driven upper ocean turbulence.

### 4.8. Near-Surface Gradients

Vertical buoyant tracer concentration gradients are critical in reactive processes and determine density stratification due to air void fractions. The largest tracer concentration gradient is at the surface and is expressed in nondimensional form as

$$
\nabla \varphi = h^2 \int_0^h \left( \frac{\partial \varphi}{\partial z} \right) dz
$$

To determine $\nabla \varphi$, we again apply the analytic model (3) with (8) using the parameterizations (27) and (28). Results indicate a strong dependence of $\nabla \varphi$ on $w_b/u_*$, approximately $\nabla \varphi \propto (w_b/u_*)^2$ (Figure 14). For a given $w_b/u_*$, wave breaking reduces $\nabla \varphi$ by 1 order of magnitude relative to shear-driven boundary layer turbulence. Depending on wind and wave conditions, combined BW and LT effects reduce $\nabla \varphi$ by over 2 orders of magnitude.

### 5. Conclusions

In this first part of a two part investigation with focus on passive buoyant tracers in the ocean surface boundary layer (OSBL), we have examined the influence of equilibrium wind-waves on vertical tracer
distributions, based on large eddy simulations (LES) of the wave-averaged Navier-Stokes equation. The LES model captures both Langmuir turbulence (LT) and enhanced turbulent kinetic energy input due to breaking waves (BW). We impose a horizontally uniform breaking wave surface flux term that inputs TKE into the subgrid-scale motion. To impose wind-wave statistics in the equilibrium range, an empirical wave height spectrum is employed that depends only on water-side friction velocity $u_*$ and a wave age $c_p/u_*$, where $c_p$ is the peak phase speed. For a specified OSBL depth $h$, vertical concentration profiles of buoyant tracers are functions of four key parameters: $w_b/u_*$, $c_p/u_*$, $\lambda_p/h$, and $z_0/h$, where $w_b$ symbolizes the buoyant rise velocity, $\lambda_p$ is the peak wavelength, and $z_0$ denotes a hydrodynamic roughness length. In our approach, the wave age and peak wavelength are uniquely related to the turbulent Langmuir number and the Stokes drift decay depth, which are key parameters for Langmuir turbulence dynamics.

LES concentration profiles agree well with analytic solutions obtained for an eddy diffusivity profile that is constant near the surface and transitions into the K-Profile Parameterization (KPP) profile shape at greater depth. Without wave effects, LES results are consistent with solid-wall boundary layer KPP parameterizations. With wave effects, two KPP enhancement factors capture elevated wave mixing at a) greater depth (due to LT) and b) near-surface regions (due to both LT and BW). For smaller wave ages, BW critically enhances near-surface mixing, while LT effects are relatively small. For larger wave ages, both BW and LT contribute to elevated near-surface mixing and LT significantly increases turbulent transport at greater depth.

In our approach, the wave age can be expressed as turbulent Langmuir number, which is more commonly used to parameterize LT effects explicitly [e.g., McWilliams and Sullivan, 2000] and is related to the ratio of turbulent kinetic energy production due to Eulerian and Stokes drift shear [McWilliams et al., 1997; Grant and Belcher, 2009]. Being unambiguously determined from observed or modeled wave height spectra, the wave age seems appealing as a practical parameter for LT parameterizations. However, its correspondence to the short-wave distribution, and, thus, the Stokes drift vector is uncertain. In addition, our results indicate that LT parameterizations need to incorporate a nondimensional wave scale, e.g., $\lambda_p/h$, consistent with earlier findings [Harcourt and D’Asaro, 2008]. Physically, the turbulent kinetic energy production terms due to Eulerian and Stokes drift shear contain different shear length scales, whose ratio influences turbulence characteristics (see also discussion in Kukulka et al., 2013).

Another important parameter for younger seas is the roughness length $z_0$, which is related to BW effects. In our approach, $z_0$ is imposed by the LES subgrid-scale model. In order to model $z_0$ due to BWs, an approach is needed that captures details of BW dynamics. The approach by Sullivan et al. [2007] provides an important framework for incorporating BW effects more realistically. In their current approach only a small fraction of the breaking wave energy transfer is resolved, which still needs to be assessed more systematically. Dissipative effects due to small-scale breaking wave motion on larger-scale coherent LT motions are determined by two nondimensional parameters $\lambda_p/z_0$ and $\tilde{\alpha}_t$.

We have identified a range of realistic wind and wave conditions for which wave-driven turbulence is capable of deeply submerging buoyant tracers. For the range of $0.01 < w_b/u_* < 10$ detailed wind and wave conditions play the key role in the vertical distributions of buoyant tracers. For younger seas, BW effects are particularly important for near-surface distributions very close to the surface. Our results suggest that observations of deeply submerged buoyant tracers may provide an identifiable signature of wave-driven upper
ocean turbulence. For a given \( \nu_0/u_\ast \), wave breaking reduces surface gradients of buoyant tracer concentrations by 1 order of magnitude relative to shear-driven boundary layer turbulence. Depending on wind and wave conditions, combined BW and LT effects reduce surface gradients by over 2 orders of magnitude.

This first part of the investigation provides a rational framework to systematically investigate observations of buoyant microplastic marine debris, which will be the focus of the second part of this investigation.

Appendix A

We examine some of the differences between the stochastic BW event model and the constant flux approach and investigate the role of various wave parameters. For simplicity, assume single-scale BWs with phase speed \( c \), whose wavelength \( \lambda \) is governed by the linear dispersion relation. Consider an ocean surface area \( S \) large enough, so that for any given instance, the total breaking crest length is close to its expected value \( l \) and \( l/S \) is the BW distribution [Phillips, 1985]. The total force exerted by all BWs is \( F = \tau S \) and the force exerted by a single event is \( \Delta F_b \). Assume that \( \Delta F_b \) is homogeneously distributed over a cuboidal space-time volume with crest length \( \Delta l \), depth \( \Delta z_b \), along wave propagation extent \( \Delta x_b \), and duration \( T_b \). The energy transfer due to the breaking event force acting on the current is

\[
\Delta E_b = \int_{T_b} \int_{\Delta x_b} \int_{\Delta z_b} \frac{\Delta F_b}{\Delta l \Delta x_b \Delta z_b} u(t, x, y, z) dV dt,
\]

where the integrations are over duration and the volume, \( V_b \) of a breaker. The energy flux due to the resolved event force is then

\[
F_{events} = \frac{1}{T_b} \sum \Delta E_b,
\]

where the summation is over all \( l/\Delta l \) instantaneous breaking events. If the turbulent currents are initially uncorrelated with BW event currents and its nonbreaking evolution time scale is much longer than \( T_b \), we find for the total energy flux due to resolved events

\[
F_{events} < \frac{1}{\Delta z_b} \int_{-\Delta z_b}^{\Delta z_b} (u) dz + \frac{\tau^2}{2 \rho_w} \int \frac{T_b}{\Delta x_b \Delta z_b}.
\]

The inequality is due to the assumption that all transferred energy is trapped in the same breaking volume for each event and its mass accelerated by \( \Delta F_b \). The first right-hand-side term scales similar to stress-driven turbulence and converges to stress-driven turbulence for \( \Delta z_b \to 0 \). Note that the vertical extent of the breaking force may lead to a decrease of the total energy flux relative to stress-driven surface layers because the currents are larger closer to the surface. Also, the vertical extent decreases the shear to weaken shear instabilities. In fact, for large \( \Delta z_b \) the flow has characteristics of a pressure rather than stress-driven flow.

The second right-hand-side term is a result of BWs locally accelerating the currents to enhance the energy transfer because \( u \) locally increases. This term is larger for a longer duration and a spatially more concentrated local breaking force. To scale this term, one needs to estimate \( l/S \). This can be accomplished by considering that the energy loss per unit time and unit crest length is [Duncan, 1981]

\[
\epsilon_A = b \rho_w g^{-1} c^4,
\]

where \( b \) is a breaking strength coefficient in the range of 0.001–0.01, so that momentum constraints for linear surface waves imply \( \tau S = \epsilon_A c^{-1} \) from which \( l/S \) is readily determined. Furthermore, assume \( \Delta x_b \sim \Delta z_b \sim \lambda \) and \( T_b \) is close to the BW period [Sullivan et al., 2007], so that the second term becomes \( b \rho_w g T_b / (8 \pi^2) \). If we scale the first term as \( \tau u_\ast \), the second term relative to the first one is \( b g T_b / (8 \pi^2 u_\ast) \). For the wave spectrum discussed above, we find \( T_b \approx 0.3 T_{p0} \), so that the last ratio is expressed as \( 0.3(4\pi)^{-1} b (c_g / u_\ast) \ll 1 \). These scaling arguments suggest that the energy contribution due to the resolved stochastic events is relatively small in the Sullivan et al. [2007] approach, so that most BW energy transfer occurs on unresolved sub-grid scales. Nevertheless, the Sullivan et al. [2007] approach captures locally enhanced SGS energy injection events and a long lived coherent breaking wave vortex [Sullivan et al., 2004], whose impacts have yet to be systematically assessed on buoyant tracer distributions.
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